
UltrasoundinMed.&BioI. Vol. 17, No. 2, pp. 187-194, 1991 0301-5629/91 $3.00+.00 
Printed in the U.S.A. © 1991 Pergamon Press plc 

OOriginal Contribution 

STATISTICAL UNCERTAINTY IN ULTRASONIC BACKSCATTER 
AND A T r E N U A T I O N  COEFFICIENTS DETERMINED 

WITH A REFERENCE PHANTOM 

LIN X I N  YAO, JAMES A. ZAGZEBSKI a n d  ERNEST L. MADSEN 
Department of Medical Physics, University of Wisconsin, 1530 Medical Science Center, 

1300 University Avenue, Madison, WI 53706, USA 

(Received 7 June 1990; in final form 20 August 1990) 

Abstract--Uncertainties in measured attenuation and hackscatter coefficients due to statistical fluctuations in 
echo signal data from a randomly scattering medium are estimated. The uncertainties are computed for the 
special case in which a reference phantom is employed to account for transducer and instrumentation factors 
when measuring attenuation and backscatter coefficients. The resultant uncertainty in the attenuation is inversely 
proportional to the s power of the depth range. The error in the backscatter coefficient arises both from the local 
fluctuation in the data and from the uncertainty in the attenuation estimate. The first of these is inversely 
proportional to the square root of the number of independent data points, while the second results in a contribu- 
tion that is depth dependent. Predicted errors were tested by scanning tissue mimicking phantoms and estimating 
attenuation and hackscatter coefficients for subsets of the digitized echo data. Standard deviations of the experi- 
mental results were in agreement with those predicted. 
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I N T R O D U C T I O N  

In a previous paper (Yao et al. 1990a) we described a 
relative processing method for determining the ultra- 
sonic attenuation and backscatter coefficients of a 
medium. This method involves comparing frequency 
and depth-dependent echo data from the sample with 
corresponding data from a reference phantom, both 
data sets being recorded with the same transducer 
assembly, receiver gain, etc. The acoustic properties 
of the sample are derived from ratios of signals from 
the two media, along with the knowledge of the prop- 
erties of the reference phantom. 

This paper is concerned with uncertainties in 
backscatter coefficient and attenuation coefficient es- 
timates using the reference phantom method. There 
are two categories of uncertainties present. One is 
methodological and instrumental, due, for example, 
to instrumental inaccuracy, presence of reverbera- 
tions, effects of overlying tissue, nonuniformities in 
the medium and electronic noise. The second is sta- 
tistical due to the random processes involved in 
forming the echo signal. It is these latter uncertainties 
that are the subject of this paper. 

The purpose of the work reported here is to de- 
termine the magnitude of errors in measurements of 

backscatter coefficients and attenuation coefficients 
arising from statistical fluctuations in echo data when 
a medium containing a large number of randomly 
distributed scatterers is investigated. The echo signal 
from such a medium is the outcome of a random 
process. Previous investigators have estimated uncer- 
tainties in the attenuation coefficient under these 
conditions (Kuc 1985; Parker 1986; He and Green- 
leaf 1986; Ophir et al. 1985), but the results on back- 
scatter have not been treated. Error propagation, 
starting with uncertainties due to statistical fluctua- 
tions in echo signal data, is used to compute resultant 
uncertainties in attenuation coefficients and then in 
backscatter coefficients. These uncertainties involve 
the number of independent data samples used in the 
estimation, the overlying attenuation and the depth 
interval from which echo signals are recorded. Exam- 
ples are given comparing expected standard devia- 
tions with actual results from experimentally re- 
corded data. 
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REFERENCE P H A N T O M  M E T H O D  

The data acquisition method is illustrated in Fig. 
1. A pulse-echo transducer transmits an ultrasound 
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N acoust:ie N' acoustic 
lines lines 

Fig. 1. The data acquisition of the reference phantom 
method. The radio-frequency echo signal is acquired from 
the region of interest in the sample; the signal is also ob- 
tained from the reference phantom using the same instru- 

mentation and control settings. 

beam into the sample which contains Rayleigh or 
intermediate sized scatterers. The echo signal voltage, 
v(t) is recorded as a function of time, t. v(t) is band- 
pass filtered at frequency ~01, and the square of the 
amplitude of the filtered signal, i(o~, t), is detected. 
This sequence is repeated for different locations of 
the transducer, yielding a number of i(~01, t)'s; these 
are used to calculate a mean square echo signal, I(o~1, 
t) for the sample. The same procedure and same 
scanner settings are then used to obtain correspond- 
ing data, I'(Wl, t) from the reference phantom. 

Let BSC(o~) and a(~01) be the backscatter coeffi- 
cient and attenuation coefficient at angular frequency 
(a01 of the sample, and BSC'(o~I) and a'(001) the corre- 
sponding values for the reference phantom. When a 
narrow band filter is used, the analysis by Yao et al. 
(1990a) leads to 

I(wl, t) I(wl, z) BSC(o~1)e -4~(~')~ 
I'(0~1, t) I'(wl, z) BSC'(wl)e -4~'(~Oz 

(1) 

where signals occurring at time t are assumed to have 
originated from the depth z = ct/2, c being the speed 
of sound in the medium. We have assumed that the 
sample and the reference phantom have uniform 
properties throughout their volumes. 

Let RI(~o~, z) be the ratio of  the average 
squared-amplitude from the sample to that from the 
reference phantom corresponding to depth z. Also, 
let RB(wO be the ratio of the backscatter coefficient 
of the sample to that of the reference phantom, and 
Aa(wl) -- a(Wl) - a'(o~l), be the difference between the 
attenuation coefficients of the two media. Equation 
(1) then becomes 

RI(oJl, z) = RB(wl)e -4a~(~)z. (2) 

Define 

X(o~l, z) -= ln[RI(o~l, z)]. (3) 

Taking logarithms of both sides of eqn (2), we 
have 

X(Wl, z) = ln[RB(wl)] - 4Aa(o~0z. (4) 

A least squares analysis is used to fit the function 
X(o~, z) vs. depth to a straight line, i.e., X = a + bz. 
The slope of this line yields the difference between the 
attenuation coefficients of the sample and the refer- 
ence phantom. Once Aa(wl) is known, the backscat- 
ter coefficient ratio can be determined using eqn (2). 
The backscatter and attenuation coefficients are 
known for the reference phantom; thus, the analysis 
yields values for the sample. 

UNCERTAINTY PROPAGATION 

Error analysis will be done for measuring back- 
scatter and attenuation coefficients of a macroscopi- 
cally uniform materal assumed to have a large num- 
ber of  randomly distributed scatterers. Thus, the 
squared-amplitude, i(co~, z) is a random variable. Its 
expected value is (i(o~, z)> and its standard deviation 
is ai(Wl, z). The signal-to-noise ratio of the squared- 
amplitude, SNRo, is 

SNRo = (i(wl, z)>/ai(~ol, z).  (5) 

For cases where Rayleigh statistics (Wagner et al. 
1983) apply, SNRo is 1, and this simplifies the analy- 
sis somewhat. However, echo signals from soft tissues 
do not necessarily follow Rayleigh statistics (Tuthill 
et al. 1988). Consequently, this restriction is not im- 
posed in the following derivations. 

Attenuation coefficient 
The standard deviation ofI(wl, z) is g1(o~l, z). If 

I(wl, z) is a result of averaging N independent mea- 
surements of the squared echo amplitude, i(wl, z), 
then 

a~(oo,, z) ai(wt, z) _ k (i(w,, z)> (6) 

where k =- I /SNRo. If we use the average squared- 
amplitude, I(wl, z), which is equal to i(o~1, z), as an 
estimate of the expectation value of the squared-am- 
plitude, (i(o~l, z)>, eqn (6) becomes 

k 
~,(,o,, z) -- ~ I(o~,, z). (7) 
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Similarly, for the reference phantom In[R/(w,, z)] 

_ k  I, 0"1'(601 , Z)  --  " ~  (601, Z)  ( 8 )  

where N' is the number  of  independent  measure- 
ments involved, and we have assumed the same sig- 
nal-to-noise ratio for the reference phantom and the 
sample. The analysis may easily be generalized to the 
situation where the SNRo ' s  are not identical. 

I(601, z) and I'(601, z) in eqn (1) are obtained from 
two media and are statistically independent.  The 
standard deviation of  their ratio, RI(601, z), denoted 
by 0.m(601, z), satisfies 

O'RI 2 0"12 0.1'2 k 2 k 2 N + N' 
. . . . .  k 2. (9) 
R I  2 12 + 1,2 N l - N '  N N '  

Referring to eqn (3), the standard deviation of 
X(60t, z) is given by 

I ~ +  
I + 

I + 
r . , - - -  z - - - ~  

I 
I I . . -  Z 

0 zo D e p t h  

Fig. 2. Typical plot ofX(Wl, z), the logarithm of the ratio of 
the echo squared-amplitude from the sample to that from 
the reference phantom, vs. depth. The region of interest 
(ROI) is from z~ to z=; the midpoint of the ROI is at depth 
Zo, and the length of the depth interval is Z, which is equal 

t o  Z2 - -  21.  

Thus, 

OX 0.m ( 1 O) 
lY x = - ~  0. RI -- R I  ' 

•f•0.X 
a~ - (14) ~ Z "  

or from eqn (9) 

/ ~ +  N' 
~ = k  V ~V~" " ( l l )  

The slope of  the linear fit of  X(60~, z) vs. z is 
calculated using data points corresponding to a depth 
interval whose length is Z (see Fig. 2). The standard 
deviation of the slope, ab(60~, Z), due to uncertainties 
in X(601, z) is given by (Bevington 1969) 

f iX 
trb - ( 12) 

where n is the number  of  measurements of  X(601, z) in 
the interval Z such that the values obtained are not 
correlated, i.e., they are statistically independent; z 
refers to the coordinate of  individual data points; z0 is 
the depth of  the center of the segment and the bar is 
an average operation. The mean square magnitude, 
(z - Zo) 2, can be estimated using 

1 fzo+Z/2 Z 2 
(z - Zo) 2 ~ ~ Jz0-z/2 (z - z0) 2 dz = -~-.  (13) 

From eqn (4), we have Aa(w) = b/4; the standard 
deviation of  Aa(wl) is ~ that  of  b. Since a'(601) is 
known, the standard deviation of o~(601), tr~(601), re- 
sulting from statistical fluctuations is 

V30.x 
o. t  - m 

2 ~/-nZ 

NfKTN' 
2 ~ZNfN-N 7 

_ _  (nepers/cm), (15) 

or using the more familiar unit dB/cm 

7.52k NfN+ N' 
a,, = (dB/cm). (1 6) 

ufu  

Thus, the uncertainty, in the attenuation esti- 
mation is reduced by increasing N as well as by in- 
creasing the product ~ Z .  Since n is proportional to 
Z, eqn (16) shows that this uncertainty is inversely 
proportional to the ~ power of Z. Thus, a longer in- 
terval, Z, will have a more significant effect in reduc- 
ing the uncertainty than increasing the number of 
data lines, N, as has been noted by previous workers 
(Parker 1986; He and Greenleaf 1986; Ophir et al. 
1985). 
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Backscatter coefficient 
We had defined RB(oJ~) as the ratio of the back- 

scatter coefficient in the sample to that in the refer- 
ence phantom. A quantity rb(o~, z), an "estimator" 
of RB(o~) at depth z, can be computed using 

rb(wl, z) = RI(wl , g)e 4a°~'°')z. (17) 

This quantity is evaluated at each depth after the 
attenuation has been measured. Notice rb(wl, z) is 
just the ratio R/(to~, z), compensated by the com- 
puted attenuation. The deviation of the backscatter 
ratio estimator is calculated using 

O( rb ) 
d(rb) - O(RI) d(RI) + d(a) 

= e 4~(~°z d(RI) + R I .  e4a~)Z4z d(a). (18) 

Thus, 

d(rb) _ d(RI) 
- -  + 4 z  d(a) .  (19)  

rb R I  

The standard deviation ofrb(~01, z), arb(~01, Z), should 
therefore, satisfy the equation 

r-b-/ + (4za")2 

_ k2(N+ N') + 12k2z2(N+ N')  

NN'  nZ2NN ' 
(20) 

In our applications, the backscatter ratio RB(o~) 
is estimated by averaging rb(~o~, z) over a depth inter- 
val assumed to have the same acoustic properties. If 
there are n independent data points within this inter- 
val (i.e., the same interval is used for the backscatter 
coefficient as for the attenuation coefficient), then 

'O'RB\ 2 k2(N + N ') 12k2z2(N + N ') 

- nNN' + nZ2NN ' 
(21) 

where z a is the mean square depth and ~n(o~l, z) is 
the standard deviation of RB(w~ ). If the depth inter- 
val is from Zo - Z/2  to Zo + Z/2, the mean square 
depth is estimated using 

- -  1 f z o + z / 2  Z 2 
z 2 ~ -~ d~o_z/2 z 2 dz -- Zo 2 + 1-2" (22) 

As eqn (21) shows, the statistical uncertainty of 
the backscatter coefficient ratio has two sources. One 
is the statistical uncertainty in the R/(o~, z) itself, 
which is random and depends on the number ofinde- 

pendent acoustic lines as well as the number of inde- 
pendent samples along each line. The other is propa- 
gated from the statistical error in the attenuation esti- 
mation, which introduces a dependence on Zo, the 
center depth of the region considered as well as on Z, 
the length of the depth interval over which data are 
averaged. 

EXPERIMENTAL METHODS 

As an example of the use of eqns (16) and (21), 
echo signal data recorded from a test phantom were 
analyzed to measure statistical uncertainties in the 
attenuation and backscatter coefficients. The proper- 
ties of the test phantom, as well as those of the refer- 
ence phantom are shown in Table 1. Both the refer- 
ence and the test phantoms are right circular cylin- 
ders 10 cm in diameter and 6 cm thick. Each side has 
50 #m Saran layers that serve as acoustic windows. 
The tissue mimicking material consists of water- 
based gel with glass bead scatterers. The diameter 
distribution of the beads is sharply peaked at 88 #m 
and is the same for both phantoms. Since the glass 
bead concentration is also the same (6.0 g/L, the 
density is 2.38 g/cm3), both phantoms have the same 
expected backscatter coefficient. The phantoms differ 
in their attenuation coefficients, the test phantom ex- 
hibiting soft tissue-like attenuation, obtained by add- 
ing graphite power (50.0 g/L) to the gel in its molten 
state. The reference phantom has relatively low atten- 
uation due mainly to absorption by the gel. Both the 
speed of sound and the attenuation coefficient of the 
phantom material were measured independently 
using a narrow band substitution technique (Madsen 
et al. 1978). Attenuation vs. frequency data were fit to 
a function of the form a ( f )  = a l f +  a2 f  2, wheref  is 
the frequency in MHz. The constants al and a2 are 
presented in Table 1 for both phantoms. 

The experimental set up for recording echo sig- 
nals is shown in Fig. 3, and is similar to that described 
in a previous paper (Yao et al. 1990a). A Siemens 
Sonoline SL-I scanner was used with a 5 MHz, 14 
mm diameter single element transducer (KB-AERO- 
TECH DELTA 5.0 MHz/.50, PN 2800-1, D20990) 
to acquire echo signals. Radio frequency echo signals 
were acquired after time-gain-compensation (TGC) 
but before envelope detection. Signals were digitized 
in a Lecroy TR8828C high-speed transient recorder 
with 8 bit precision at a rate of 50 M samples/s. 
Twenty separate data sets were recorded from both 
the reference and the sample using the same trans- 
ducer and receiver gain setting. Each set consisted of 
echo signals along 50 independent acoustic lines, ob- 
tained by positioning the transducer at different loca- 
tions on the sample window. A burst control circuit 
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Table 1. Properties of the phantoms. 

191 

Attenuation 

a~ ~2 Speed of sound Density Scatterer diameter 
Phantom dB/cm/MHz dB/cm/MHz 2 m/s g/cm 3 #m 

Reference 0.14050 0.0252 1587 1.02 88.6 
Test 0.44420 0.0198 1580 1.05 88.6 

(a = a l f  + a 2 f  2 dB/cm;f i s  the frequency in MHz.) 

designed and constructed in our laboratory (Boote et 
al. 1988) is used to control the timing and activate the 
transient recorder only when data from the region of 
interest is present. For both phantoms, signals were 
recorded from a depth interval of 0.7-5.3 cm below 
the scanning window. 

Signal processing was done off-line in a manner 
described previously (Yao et al. 1990a). Quadrature 
detection is used to obtain the squared-amplitude 
data. Echo signals are fed into two parallel channels 
where they are multiplied by orthogonal sinusoidal 
waves at the analysis frequency and low-pass filtered. 
Signals from the two channels are the real and the 
imaginary parts of the filtered signal; they are then 
squared and combined, forming the squared-ampli- 
tude data. The analysis frequency can be changed by 
changing the frequency of the orthogonal sinusoidal 
waves. The time window used is a 3-term Blackman- 
Harris window whose duration is 4 #s. 

Axial measurements were taken every 0.64 Us, 
corresponding to a depth increment of 0.5 ram. Thus 
the i(o~1, z) data are correlated in the axial direction. 
An autocorrelation analysis of the squared-amplitude 
data was conducted to calculate n, the number of 
effective independent  measurements  in a depth 
range. Correlation coefficients between axial data 
points were computed at each depth and each fre- 

t Siemens scanner 

burst control 
r " - I  I ~ 1  I'--'1 r ~  

LeCroy TR8828c 
transient recorder 

768 kb memory 

GPIB 
in ter face  

I( )1 
( ..... , )  

I display 
keyboard 

Vaxstation 
II/GPX 

storage disk 

Fig. 3. Setup for digitizing radio-frequency echo signal 
waveforms from a clinical scanner. 

quency analyzed. Since most of the axial correlation 
is introduced by the 4 #s time window, the correla- 
tion calculation did not exhibit a strong depth or fre- 
quency dependence. If there are m measurements of 
i(00~, z) within any depth interval, the number of 
effective independent measurements was computed 
using 

m 2 
n = m-I (23) 

m + 2 Z (m - j ) c o r ( j )  
j=l 

where cor(j) is the average correlation coefficient be- 
tween measurements that are j depth increments 
apart. The derivation of this equation and the details 
of the autocorrelation analysis have been described 
elsewhere (Yao 1990b). For this experiment, eqn (23) 
yielded 6.8 effective independent measurements per 
cm (per 13 #s). 

RESULTS 

Both the reference phantom and the sample 
have about 6.9 scatters/mm 3. Since the resolution ele- 
ment of the transducer is on the order of several cubic 
millimeters, there are many scatterers within one res- 
olution element and Rayleigh statistics are expected 
to apply (Wagner et al. 1983). For each set of data, the 
average and the standard deviation of the squared- 
amplitude, i(o~, z), were computed as a function of 
depth for frequencies throughout the bandwidth of 
the transducer. Signal-to-noise ratios for the squared- 
amplitude data from both the reference and the test 
phantom are shown in Table 2 for three different 
frequencies. These ratios are nearly 1, verifying that 
Rayleigh statistics apply. Therefore, in subsequent 
computations, we have used SNRo = 1 or k = 1. 

Fig. 4 presents results of an intermediate step in 
processing the data to estimate the attenuation and 
backscatter coefficients of the test phantom. Shown 
are the R/(Wl, z) ratios, plotted as a function of depth 
for a set of data from 50 acoustic lines. Ratios at 3 
different frequencies, indicated in the lower left of the 
diagram, are presented. The error bar in the top right 
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Table 2. SNR of squared amplitude. 

Phantom 
Frequency 

(MHz) Reference Test 

4.25 0.997 1.013 
5.0 1.017 0.998 
5.75 0.969 0.998 

of this figure is the computed standard deviation of  
the RI(w~, z) ratios. 

Measurement results of  Aa, the difference be- 
tween the attenuation coefficients of  the test sample 
and the reference phantom, are presented in Table 3 
for seven different frequencies. Column 2 in this table 
lists the attenuation coefficient differences obtained 
from substitution measurements (Madsen et al. 
1978), and column 3 lists those computed using scat- 
tered echo signals and the reference phantom method 
(RPM). A similar analysis was carded out for all 20 
sets of  data, and standard deviations of  the results are 
shown in column 4 of  this table. The expected stan- 
dard deviation was computed using eqn (14), with N 
and N' both 50 and n = 27.2 (6.8 independent sam- 
pies per cm, 4 cm range). The result is 0.072 dB/cm, 
in reasonable agreement with the standard deviations 
reported in column 4. 

When data from a smaller (or larger) depth in- 
terval are used to estimate the attenuation coefficient, 
both n and Z (eqn 14) affect the statistical error. 

Volume 17, Number 2, 1991 

Table 3. Attenuation coefficient difference of the 
test phantom and the reference phantom. 

Results are shown both for through transmission, 
substitution measurements and for the 

reference phantom method (RPM). 

RPM 
Substitution (50 lines, 4 cm range) 

Attenuation At tenuat ion Standard 
Frequency difference difference deviation 

(MHz) (dB/cm) (dB/cm) (dB/cm) 

4.25 1.193 1.291 0.0709 
4.50 1.257 1.355 0.0926 
4.75 1.321 1.431 0.0776 
5.00 1.384 1.506 0.0686 
5.25 1.446 1.581 0.0538 
5.50 1.507 1.656 0.0613 
5.75 1.568 1.732 0.0685 

Table 4 presents similar data as shown in Table 3, 
only the depth interval is halved. The expected stan- 
dard deviation is 0.204 dB/cm, computed using Z 
= 2 cm, n = 13.6 and N and N'  the same as the 
previous case. The results in column 3 of  this table 
are again in reasonable agreement with the expected 
value. 

Measured ratios of  the backscatter coefficient in 
the test sample to that in the reference phantom are 
presented in Table 5 for 7 frequencies. Also shown 
are the standard deviation and percentage standard 
deviation computed from the experimental data. No- 
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Fig. 4. The ratio of the average squared-amplitude from the sample to that from the reference phantom vs. depth. 
This ratio is free of depth-dependent instrumentation factors. From the slope, the attenuation coefficient differ- 
ence for the two phantoms can be estimated. The curves here are ratios of data averaged from 50 independent 

lines. The predicted standard deviation of the ratio is +_ 0.866 dB in this case. 
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Table 4. Attenuation coefficient difference between the 
test and reference phantoms for a 2 -cm depth interval. 

Standard 
Frequency Attenuation deviation 

(MHz) (dB/cm) (dB/cm) 

4.25 1.278 0.2078 
4.50 1.306 0.2075 
4.75 1.429 0.1570 
5.00 1.615 0.1638 
5.25 1.731 0.1972 
5.50 1.764 0.2396 
5.75 1.781 0.1937 

Table 5. Measured backscatter coefficient ratios for the 
test phantom and the reference phantom 

(50 lines, depth from 1 to 5 cm).  

Frequency BSC Standard 
(MHz) ratio deviation % error 

4.25 1.039 0.1015 9.77 
4.50 1.096 0.1154 10.53 
4.75 1.136 0.1325 11.66 
5.00 1.101 0.1491 13.54 
5.25 1.057 0.1306 12.36 
5.50 1.044 0.1161 11.12 
5.75 1.060 0.0889 8.39 

tice in column 2, the backscatter coefficient ratio is 
nearly 1 at all frequencies. As mentioned previously, 
the phantoms have identical glass bead scatterers with 
the same number per unit volume, so the expected 
backscatter ratio is 1. The standard deviation of the 
backscatter coefficient ratio is expected to be 11.3% 
using eqn (21). Except for the extrema in the fre- 
quencies analyzed, measured results for the 20 data 
set yielded a percent standard deviation close to this 
value. 

Figure 5 illustrates expected and actual increases 
in the percent standard deviation when the depth in- 
terval Z (over which the backscatter ratios are aver- 
aged) is shortened. The lower set of data in this figure 
presents the percent standard deviation when the 
depth interval over which the backscatter coefficient 
ratio is computed is 1-5 cm. The solid line is the 
expected percent standard deviation. The middle set 

of data reports experimental and expected percent 
standard deviations when the depth interval 1-3 cm 
is used. The upper data set corresponds to the interval 
3-5 cm, illustrating a further increase in the statistical 
uncertainty when data are obtained from deeper into 
the phantom. The experimental standard deviations, 
computed for all 20 data sets, are in reasonable 
agreement with the expected uncertainty (solid line) 
in each case. 

DISCUSSION 

The expressions deduced for estimating statisti- 
cal uncertainties in backscatter and attenuation coef- 
ficients predicted standard deviations of these quan- 
tities reasonably well. The error in the attenuation 
and the backscatter coefficient increases as the depth 
interval, Z, over which parameters are computed is 
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Fig. 5. Uncertainty in backscatter coefficient computations. The experimental results (data points) are compared 
with theoretical predictions (lines). As predicted, the 4-cm depth interval set (diamonds) is less uncertain than the 
2-cm interval sets. For the 2-cm sets, the deeper one (squares) has more statistical fluctuations than the shallow 

one (crosses). 
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shortened. In the case of  the backscatter coefficient, 
the error also increases when the distance to the re- 
gion of  interest is increased because of  the depen- 
dence of  backscatter measurements on the overlying 
attenuation. For in vitro backscatter measurements, 
however, this error is often minimized using a sepa- 
rate, through transmission measurement of  the atten- 
uation coefficient (Hall et al. 1989). 

We only considered statistical uncertainties in 
this study. Naturally, systematic errors as outlined in 
the introduction also must be considered in making a 
final estimate of  backscatter and attenuation coeffi- 
cient uncertainties. These usually can be minimized 
by careful calibrations of  the measurement system 
and by understanding the properties of  the medium. 
However, the statistically based error, depending 
mainly on the size of  the volume interrogated, which 
limits N, the number of  data lines and Z, the depth 
interval over which properties can be assumed to be 
constant, will remain. 
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